A framework for accurate determination of the $T_2$ distribution from multiple echo magnitude MRI images
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A B S T R A C T

Measurement of the $T_2$ distribution in tissues provides biologically relevant information about normal and abnormal microstructure and organization. Typically, the $T_2$ distribution is obtained by fitting the magnitude MR images acquired by a multi-echo MRI pulse sequence using an inverse Laplace transform (ILT) algorithm. It is well known that the ideal magnitude MR signal follows a Rician distribution. Unfortunately, studies attempting to establish the validity and efficacy of the ILT algorithm assume that these input signals are Gaussian distributed. Violation of the normality (or Gaussian) assumption introduces unexpected artifacts, including spurious cerebrospinal fluid (CSF)-like long $T_2$ peaks in the $T_2$ distribution. Here we apply and extend our previously proposed magnitude signal transformation framework to map noisy Rician-distributed magnitude multi-echo MRI signals into Gaussian-distributed signals with high accuracy and precision. We then perform an ILT on the transformed data to obtain an accurate $T_2$ distribution. Additionally, we demonstrate, by simulations and experiments, that this approach corrects the aforementioned artifacts in magnitude multi-echo MR images over a large range of signal-to-noise ratios.

Published by Elsevier Inc.

1. Introduction

NMR relaxation measurements have been widely applied to study molecular dynamics in porous media [1,2], polymers and gels [3–5], food sciences [6], material sciences [7], plant tissue [8], and animal and human tissue studies [9,10]. NMR relaxometry, combined with MR imaging, is a powerful tool for characterizing the detailed microstructure of animal and human tissue ex vivo and in vivo, revealing complex microstructure in the brain [11–13], a layered structure in the cartilage [14], distinct domains in bone [15], etc.

Magnitude, rather than complex MRI signals, is widely used in quantitative MRI studies. This choice is primarily due to the fact that the phase of MRI signals is sensitive to many experimental factors, such as scanner type, field inhomogeneity, temperature, coil type, pulse sequence design, and motion [16–19]. While magnitude MRI is preferred in relaxation experiments, the signal-to-noise ratio (SNR) in MRI is usually much lower than in its NMR counterpart. Ideally, the distribution of the NMR and MRI signal is Rician rather than Gaussian [16,20,21]; this distribution can cause problems in estimating relaxation parameters accurately, such as the $T_1$ and $T_2$ in MRI [22,23], particularly as the MRI signal approaches the background noise levels.

Quantitative $T_2$ (q$T_2$) MRI spectroscopy has attracted more attention in recent years due to its ability to identify microstructure-dependent $T_2$ components empirically without invoking prior modeling assumptions [10,12,24–26]. Specifically, the $T_2$ distribution—a plot of component weightings as a function of $T_2$—can provide information about the relative fraction of different distinct components in a material, such as the myelin water fraction within nerve samples. Calculated maps can yield potentially important biomarkers of pathology in demyelination diseases such as multiple sclerosis [13,24,27,28].

Typically, to obtain the $T_2$ distribution, a multi-echo MRI acquisition is performed on a single slice or multiple slices, and then the magnitude MRI data are directly fitted to an inverse Laplace transform (ILT) algorithm. This transformation is achieved by decomposing the signal into a sum of discrete exponential components, each with a unique relaxation time and amplitude. Estimates
MRI acquisitions can produce spurious MRI. Recently, a temporal phase correction algorithm was developed to separate the relevant decay information from the noisy complex signal into the real channel, leaving only noise in the imaginary channel [33]. Although this strategy may improve some aspects of qT2 MRI, the phase of the complex MRI signal may differ on the basis of the equipment used (scanners, coils, etc. [16–19]). The magnitude of the complex MR signal remains the most commonly used data in quantitative measures in MRI. Ideally, we would like to develop a scheme that maps the noisy magnitude MRI data to a Gaussian-distributed signal.

In our previous work, a signal transformation framework was proposed to map noisy Rician-distributed magnitude diffusion weighted MRI (DWI) signals into Gaussian-distributed DWI signals without using the phase information [32]. This framework has been applied successfully in quantitative diffusion MRI studies [32,34]. Generally, the first step includes estimation of noise variance and underlying signal, followed by transformation of the signal distribution to a Gaussian.

Here we adapt and extend this framework from DWI applications, most of which are model-based, to multi-echo qT2 MRI spectral data that invoke no prior modeling assumptions. The artifacts in the qT2 distribution caused by the Rician MRI signals were systematically studied in simulations and real multi-echo MRI experiments within different SNR. The effectiveness of the modified signal transformational framework was investigated in this new application and our proposed framework was found to yield more accurate estimates of the T2 distribution over a large range of SNR than direct use of magnitude MRI.

2. Methods

2.1. Distribution of the magnitude MR signals

It is well known that the magnitude of the Gaussian-distributed complex MRI data follows a Rician distribution, which is characterized by the following probability density function (PDF) [16,35]:

$$p(m|\eta, \sigma_g)dm = \frac{m}{\sigma_g^2} \exp \left( -\frac{\eta^2 + m^2}{\sigma_g^2} \right) I_0 \left( \frac{\eta m}{\sigma_g^2} \right) dm$$  \hspace{1cm} (1)

where $m$ is the noisy magnitude data, $\eta$ the underlying signal intensity, $\sigma_g$ the Gaussian noise standard deviation, and $I_0$ the 0th-order modified Bessel function of the first kind. The corresponding cumulative distribution function (CDF) can be expressed as [32]:

$$p_r(x|\eta, \sigma_g) = \int_0^x p(m|\eta, \sigma_g)dm = 1 - Q\left(\frac{x}{\sigma_g}, \frac{\eta}{\sigma_g}\right)$$  \hspace{1cm} (2)

where $Q$ is the Marcum-Q function.

An important special limiting case of the Rician distribution is when the SNR (SNR = $\eta/\sigma_g$) is high enough that the PDF of Eq. (1) approaches the Gaussian distribution with a sample mean $\eta$ and standard deviation $\sigma_g$ [21]. Another important special case is when the underlying signal is zero, so that the Rician distribution in Eq. (1) reduces to a Rayleigh distribution [21]:

$$p_r(m|0, \sigma_g)dm = \frac{m}{\sigma_g^2} \exp \left( -\frac{m^2}{2\sigma_g^2} \right) dm$$  \hspace{1cm} (3)

2.2. The framework for accurate determination of the T2 distribution from multi-echo magnitude MRI images

The framework we proposed to accurately estimate T2 distribution from multi-echo magnitude MRI images is described in Fig. 1. There are four essential steps: (1) the variance of the noise is estimated taking advantage of the multidimensional data structure.
(Section 2.2.1), (2) the underlying signal intensity is estimated using an adapted fixed-point formula (Section 2.2.2), (3) the estimated variance and underlying signal intensity are then used to transform the noisy magnitude signal to a noisy Gaussian-form signal by using the probability integral transform to match the cumulative distribution functions (Section 2.2.3), and (4) an ILT algorithm is then performed on the transformed data to estimate the $T_2$ distribution for each voxel (Section 2.2.4).

### 2.2.1. Estimation of the noise standard deviation (SD)

The accuracy of the noise variance estimation affects the accuracy of the estimate of the underlying signal intensity and of the transformed signal. Most current methods to estimate noise variance are based on applying the Rayleigh distribution [Eq. (3)] to fit the noise within a selected region of interest (ROI) on the magnitude MR image [16,35–38]. However, the additional information contained in the multi-dimensional data structures, such as the additional $T_2$ dimension in multi-echo MRI, provides an opportunity to use more advanced noise estimation approaches. Recently, we proposed a coherent framework for the probabilistic identification and estimation of noise [also known as PIERSNO [39]]. This approach was developed for the simultaneous identification of the noise-only pixels and estimation of the noise variance by taking advantage of the special data structure similar to multi-echo MRI for $qT_2$. The method can be briefly described as follows.

For a measurement $m_{ij,k}$, where $i,j$ are the x-y spatial coordinates and $k$ is the added experimental dimension, for example, different echo times with $K$ measurements. Assuming that the Gaussian noise SD, $\sigma_g$, across the added dimension is uniform, we may write the sample mean $s_{ij}$ as:

$$s_{ij} = \frac{1}{K} \sum_{k=1}^{K} m_{ij,k}$$

If $s_{ij}$ is in the acceptable range of the corresponding CDF of Eq. (3), the corresponding pixels along $k$ will be designated noise only. This is a self-consistent method, where the collection of identified noise-only pixels will be used to determine the underlying Gaussian SD; then a new iteration begins in which the new estimate of the Gaussian SD is used in Eq. (4). The iteration continues until the Gaussian SD converges or the iteration reaches the maximum threshold.

### 2.2.2. A fixed-point formula for the estimation of the underlying signal intensity

The estimation of the underlying signal intensity $\eta$ follows the fixed-point formula developed in our previous work [20,32] by finding the solution of the following equation:

$$\eta = g(\eta | (m), \sigma_g) = \sqrt{\langle m \rangle^2 + \langle [\eta | \sigma_g] - 2 \rangle^2}$$

where $\langle m \rangle$ is the first moment of $m$, which is estimated by smoothing the decay curve, and $\zeta$ is an analytical function of signal intensity $\eta$ and noise SD $\sigma_g$. More details about Eq. (5) are summarized in Appendix A. This formula has been modified for $qT_2$ MRI application by assigning the underlying signal intensity $\eta$ to be 0 rather than a negative value as in our previous framework when the estimated $\langle m \rangle$ is occasionally below the noise floor $\sqrt{\pi/2\sigma_g}$ when the SNR is close to 0 (see Appendix A).

### 2.2.3. Mapping the noisy magnitude signal to Gaussian distribution

Using the Gaussian SD $\sigma_g$ and the underlying signal $\eta$ estimated in Sections 2.2.1 and 2.2.2, respectively, the corresponding CDF for measurement $m$ can be calculated from Eq. (2). The inverse cumulative probability function of a Gaussian random variable and the cumulative probability function of noisy Rician magnitude signals using the probability integral transform [40,41] are then used to map from the noisy magnitude signal to a Gaussian form. The final transformed noisy Gaussian signal $\chi$ would be:

$$\chi = P^{-1}_c(P_c(m | \eta, \sigma_g) | \eta, \sigma_g)$$

where $P^{-1}_c$ is the inverse cumulative distribution function of a Gaussian distribution. More details can be found in [32].

### 2.2.4. ILT algorithm

A non-negative least squares (NNLS) algorithm with Tikhonov regularization was then applied on the transformed relaxation decay signals [42,43]. In the absence of noise, the ideal $T_2$ relaxation decay curve can be described as a multi-exponential function:

$$\eta(t_k) = \eta_0 \sum_{n=1}^{N} F(T_{2,n}) \exp(-t_k/T_{2,n}), \quad k = 1, 2, \ldots, K$$

where $\eta_0$ is the proton density, $F$ the probability function at each $T_2$ value (assumed to be non-negative), $t_k$ the K echo times, and $T_{2,n}$ the $N$ logarithmically spaced $T_2$ time spacing. A robust and relatively stable solution of $F(T_{2,n})$ in the presence of noise can be obtained by minimizing $\Xi$:

$$\Xi = \sum_{k=1}^{K} (\eta(t_k) - \chi_k)^2 + \mu \sum_{n=1}^{N} F(T_{2,n})^2$$

where $\chi_k$ is the transformed signal $\chi$ at echo time $t_k$ and $\mu$ is the parameter controlling the Tikhonov regularization. A Butler–Reeds–Dawson (BRD) method [44] based on the Morozov discrepancy principle [45], which compares $d(\log_{10}\xi)/d(\log_{10}\mu)$ against a user-defined tolerance, TOL [46], was used to robustly determine the value of $\mu$.

### 2.3. Simulations of multi-echo MRI magnitude data

The decay curves of the multi-echo MRI magnitude data at different SNRs were simulated by Monte Carlo methods to explore their artifacts on $qT_2$ MR and the efficacy of our proposed framework in correcting them. The noisy multi-echo MRI magnitude signal $m$ at echo time $t_k$ was generated by the following function:

$$m_k = \sqrt{\eta(t_k) + \epsilon_1^2 + \epsilon_2^2}$$

where $\eta(t_k)$ is the ground truth calculated by Eq. (7) with targeted $T_2$ distribution and $\epsilon_1$ and $\epsilon_2$ are the Gaussian random variables with mean zero and targeted standard deviation. Two different $T_2$ distributions were explored to simulate different tissue properties: one contains only a single component with $g \times T_2$ equal to 51.6 ms; the other contains two components whose $g \times T_2$ weighting is (15.7 ms, 50%) and (51.6 ms, 50%). In both cases, the underlying $T_2$ distributions have a narrow Gaussian shape in the logarithmic $T_2$ space. The initial SNR ($\text{SNR} = \eta_0/\sigma_g$) ranges from 10 to 400 for single-component cases and from 30 to 410 for the double-component simulations.

In each simulation, 50 echo times TE were uniformly sampled from 5 ms to 250 ms with a gap of 5 ms. The noisy magnitude data and their transformed signals were then analyzed to get the $T_2$ distributions using the ILT algorithm in Section 2.2.4. The $T_2$ distribution consisted of 50 $T_2$ bins logarithmically spaced between half of the shortest TE (2.5 ms) and twice the longest TE (500 ms); TOL in the BRD method was set to 0.003. To achieve stability in statistics, 1000 realizations were performed at each SNR level and each targeted $T_2$ distribution.
2.4. Multi-echo MRI experiments of a gel phantom and fixed spinal cord tissue

Two samples were prepared for MRI experiments: a composite agarose and CuSO4 phantom and an excised porcine spinal cord. The phantom was made using a filled spherical insert in a 10 mm NMR tube. Each sample was filled with a different CuSO4 doped agar gel. The spherical insert was filled with 1% agar gel doped with 100 mM CuSO4 and the NMR tube was filled with 0.5% agar gel doped with 50 mM CuSO4. The porcine spinal cord was excised and immediately immersion fixed in a 4% formalin solution. The spinal cord was fully rehydrated with phosphate buffered saline (PBS) prior to the MRI experiments and then contained within a 10 mm susceptibility-matching Shigemi tube (Shigemi Inc., Japan) with Fluorinert (3M, St. Paul, MN) filling the unoccupied space during the MRI experiments.

Multi-echo acquisitions were performed on a 7T Bruker Avance III vertical bore MRI scanner equipped with a micro2.5 gradient system (Bruker BioSpin, Billerica, MA). For both the gel phantom and the porcine spinal cord, a single slice was selected with 50 echoes starting at 7 ms and continuing to 350 ms in 7 ms increments. The other acquisition parameters for the gel phantom were: TR = 2000 ms, matrix size = 128 x 128, slice thickness = 0.2 mm, FOV = 12 mm x 12 mm, and repetitions = 50, and for the spinal cord were: TR = 3000 ms, matrix size = 128 x 128, slice thickness = 1.00 mm, FOV = 12 mm x 12 mm, and repetitions = 64. In both experiments, hermite pulse shapes were applied for both excitation and refocusing pulses with bandwidth (5400 Hz) matching.

To achieve different SNR levels, the complex data were averaged using different numbers of repetitions from the whole set initially. The magnitude images were then processed according to the framework detailed in Section 2.2. The T2 distribution also consisted of 50 T2 bins logarithmically spaced between half of the shortest TE (3.5 ms) and twice of the longest TE (700 ms) with TOL = 0.003.

2.5. Analysis of the T2 distributions

In the simulations, the T2 distribution at each SNR level was determined by averaging the T2 distributions of 1000 identical simulations with random noise. In the MRI experiments, ROIs were selected at first; then a T2 distribution was calculated for each ROI by averaging the T2 distributions for all of the voxels inside each ROI. In the phantom experiments, two ROIs were selected: one containing all of the shorter-T2 gel and the second containing all of the longer-T2 gel. In the spinal cord experiments, three ROIs (dorsal, lateral, and ventral) in white matter (WM) and one ROI in gray matter (GM) with relative homogenous gmT2 were selected for further analysis.

In both simulations and experiments, the T2 distributions with a single component were divided into two regimes: (1) tissue-associated water, from the shortest T2 bin to 200 ms and (2) CSF-like water, from 200 ms to the longest T2 bin. As for the T2 distributions with multiple components, the tissue-associated water was further divided into myelin water (MW, from the shortest T2 bin to 27 ms) and intracellular/extracellular water (IEW, from 27 ms to 200 ms).

3. Results

3.1. Validation of the framework

3.1.1. Estimation of the underlying Gaussian noise SD

To determine the accuracy of PIESNO in estimating the Gaussian noise SD from the multi-echo MRI data, both synthetic signals and the data from the experiments with porcine spinal cord were investigated. The synthetic signals contained the same data structure (128 x 128 x 50) as the signals in the single-slice multi-echo experiment on the spinal cord. The T2 relaxation decay curve in each voxel was generated following Eq. (9) with the single-component T2 distribution with gmT2 equal to 51.6 ms. The proton density n0 was set to be 1 for the centered 64 x 64 square matrix and 0 for the other regions.

The values of estimated Gaussian noise SD were plotted against the known SD σg from 0.01 to 0.2 (arbitrary units) in Fig. 2A, and it was found that the estimated values deviated less than 0.3% from the known values. In the spinal cord experiments, the underlying Gaussian noise SD in different SNRs was also estimated via PIESNO. The different SNRs were achieved by averaging the complex data with a step of two. The estimated Gaussian SD (Fig. 2B) was well fitted with the expected function:

\[ \sigma_g(N) = \sigma_{g0}/\sqrt{N} \]  \hspace{1cm} (10)

via the non-linear least squares method with \( R^2 = 0.9999 \).

3.1.2. Signal transformation from Rician distribution to Gaussian distribution

The efficacy of the proposed framework in correcting the multi-echo MRI magnitude data was validated by performing Monte Carlo simulations similar to those in Section 3.2 of [32]. 50,000 sets of the simulations described in Section 2.3 with a single T2 (gmT2 = 51.6 ms) were performed with the following parameters: proton density n0 = 1000, TE ranges from 5 ms to 250 ms with a gap of 5 ms, and Gaussian noise with mean zero and SD = 100 in real and imaginary channels.

![Fig. 2](image-url) The estimated Gaussian SD via PIESNO from the synthetic signals with various noise levels (A) and from the spinal cord multi-echo MRI experiments with various averaging steps (B), where the red curve is the non-linear fit of the data via Eq. (10). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
In Fig. 3A, the sample mean and sample SD of the 50,000 measurements at each TE are shown, where the maximum offset caused by the nature of the Rician distribution can be 117 from the ground truth as the SNR approaches 0. The underestimation problem of our original framework becomes apparent when the TEs are longer than 100 ms, with a corresponding SNR of 1.5 (Fig. 3B). In our current framework (Fig. 3C), the maximum distance and the mean distance between the sample mean of the transformed signals and the ground truth of all the TEs were reduced from 30 to 19 and from 14 to 5 (arbitrary units) compared with our previous framework. The SD of the Rician signals is far from the ground truth (100); it can be up to 35% lower than the ground truth as SNR approaches 0 (Fig. 3D). As for the transformed signals, the maximum and mean biasing of the variances’ SD from the ground truth were 56% and 14% higher in our previous framework and only 16% and 5% higher in our current framework.

The histograms of the noisy magnitude signals and their transformed values via the scheme proposed here at TE = 200 ms are shown in Fig. 4A and B. The noisy magnitude data have a sample mean of 126 and a sample SD of 66, while the transformed signal was successfully corrected back to a Gaussian distribution (p > 0.1 for any random 2000 samples) with a sample mean of 15 and a sample SD of 108, where the ground truth is 22 and the SD 100. Similar histograms of the shorter T2 gel at TE = 140 ms are also shown in Fig. 4C and D. The noisy magnitude intensity was well fit with a Rician distribution (red curve) with sample mean and SD equal to $2.5 \times 10^4$ and $1.3 \times 10^4$, while the transformed signal was successfully described by a Gaussian distribution ($p = 0.96$) with sample mean and SD equal to $(7.3 \times 10^2$ and $2.0 \times 10^2$), where the ground truth is $5.8 \times 10^2$ with an SD of $1.9 \times 10^2$ (the results from the data with 50 averages).

### 3.2. Simulations of qT2 MRI experiments

#### 3.2.1. Simulations of the T2 distribution with a single T2 component

A demonstration of the effects of signal transformation on the $T_2$ distribution with an initial SNR (iSNR) equal to 25 is shown in Fig. 5. There is a clear offset in the magnitude signal when the underlying signal is approaching zero, which is reflected in the $T_2$ distribution as a tail in the CSF-like regime (relative fraction 2.5%). This offset in the magnitude signal also causes the tissue-associated peak (51.6 ms) to occur at a shorter relaxation time (46.6 ms). When the transformed signal is used in the NNLS algorithm, the spurious CSF-like tail disappears and the tissue-associated peak is corrected back to 50.9 ms.

The statistical results of estimating $T_2$ distributions with various iSNRs are shown in Fig. 6. Apparently, the bias of the tissue-associated water peak worsens as SNR goes down (Fig. 6A), while the proposed signal transformation makes the $T_2$ distributions more consistent over the entire range of SNR (Fig. 6C). Even at the lowest iSNR (iSNR = 10), the $gmT_2$ and relative fraction of the tissue-associated water are successfully corrected from (32.8 ms, 91.4%) to (40.3 ms, 99.1%), where the ground truth is (51.6 ms, 100%). To achieve the relative fraction of the spurious CSF-like water less than 1% of the total water, an iSNR higher than 50 is necessary using the Rician signal directly; however, iSNR $\geq$ 10 is sufficient with our proposed framework.

#### 3.2.2. Simulations of the T2 distributions with two T2 components

In Fig. 7A, the averaged $T_2$ distribution of each 1000 realizations with the original Rician signals (green) and transformed signals (blue) are shown against the ground truth with different iSNRs. Except for the generation of the spurious CSF-like water, the $gmT_2$ of both MW and IEW and the relative fraction of MW are underestimated, and the relative fraction of IEW is overestimated, especially when iSNR goes down (Fig. 7B and C). At iSNR = 30, the estimated $gmT_2$ of the MW and IEW via directly fitting the Rician signals are 40.5% and 35.8% less than the ground truth, respectively, their relative fractions are 33.1% less and 38.5% higher than the ground truth. By implementing the proposed framework, the accuracy of both the $gmT_2$ and relative fraction estimations is improved. For example, to achieve 90% accuracy of the estimation of the MW fraction, iSNR $\geq$ 110 is required when the Rician signals are used directly, while only iSNR $\geq$ 50 is required when our proposed framework is implemented.

In Fig. 7A, at iSNR = 30, the $T_2$ distribution calculated from the Rician signals only has one component in the tissue-associated
water regime with $gmT_2 = 20.8$ ms and the relative fraction equal to 97.0%. In the $T_2$ distribution derived from the transformed signals, although the MW and IEW are still not clearly separable, the amplitude of $F(T_2)$ at the MW peak ($T_2 = 15.7$ ms) position is 96% higher than that derived from the Rician signals. At $iSNR = 50$, the peaks of MW and IEW are still blurred in the $T_2$ distribution calculated from the Rician signals, but they become visible in the $T_2$ distribution derived from the transformed signals, where the minimum amplitude between the two peaks is already 43% less than the amplitude of the smaller peak. At higher $iSNRs (>50)$, the MW and IEW are separable in both $T_2$ distributions. However, the position and the relative fraction of each component approach the ground truth faster via the transformed signals as the $iSNR$ increases.

3.3. Experiment results

3.3.1. Agar gel phantom

The images of the CSF-like water fraction from the data with 1, 4, 16 and 50 averages (corresponding $iSNR = 18, 35, 70, 125$) are shown in Fig. 8A. Our proposed framework decreases the spurious CSF-like water fraction from 3.5% to 0.6% for the shorter-$T_2$ gel and from 4.3% to 0.6% for the longer-$T_2$ gel when $iSNR = 18$. Similar to the simulations with a single $T_2$ component, an $iSNR$ of no less than 70 is required to achieve 99% accuracy of the tissue-associated water fraction if the magnitude data are used with the NNLS algorithms directly, while the requirement of $iSNR$ can be decreased to 18 by implementing our proposed framework.

The $gmT_2$ values of both gels were also corrected to more accurately reflect the ground truth: the $gmT_2$ of the shorter-$T_2$ gel was corrected from 24.8 ms to 27.5 ms where the ground truth is 28.7 ms, and for the longer-$T_2$ gel from 57.5 ms to 63.1 ms where the ground truth is 63.9 ms. More results with various $iSNRs$ are reported in Table 1.

3.3.2. Spinal cord

Maps of the $gmT_2$ of the entire $T_2$ distribution from 3.5 ms to 700 ms with the highest SNR are shown in Fig. 9A. Not surprisingly, the GM shows a longer $gmT_2$ than the WM. Anatomy-related inho-
mogeneity of the gm is shown in both GM and WM, which agrees with other studies on spinal cords [47,48]. In Fig. 9B, the WM ROIs show two clear relaxation components with the gm and relative fraction (20.1 ms, 62.3% and 59.1 ms, 37.6%) for ventral WM, (17.8 ms, 67.0% and 49.4 ms, 33.0%) for lateral WM, and (17.8 ms, 65.0% and 46.6 ms, 35.0%) for dorsal WM, while the GM ROI shows a single T2 component with a broad shape, whose gmT2 and relative fraction were (40.7 ms, 100.0%).

The development of the pattern of T2 distributions under various SNR levels in each WM ROI matches the simulations of the two T2 components in Section 3.2.2, where the blurring of the MW and IEW peaks worsens as the SNR diminishes. For example, at the lowest SNR (iSNR = 30), the MW peak and IEW peak of the ventral WM merge into a single peak with the averaged gmT2 values (28.1 ms) of the two components, while the two components were clearly visible when the transformed signals were used.

**Fig. 6.** T2 distributions using the Rician signals (A) and the transformed signals (C) at various iSNR. The gmT2 values of the tissue-associated water (B) and the relative fractions of both the tissue-associated water and the CSF-like water (D) were plotted as a function of iSNR.

**Fig. 7.** (A) The T2 distributions of the simulations of two T2 components with various iSNR and their corresponding gmT2 values (B) and relative fractions (C) of different regimes. The red curves in (A–C) are the underlying ground truth. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
The smallest amplitude between the two components is 64% of the smaller component’s amplitude) with (17.4 ms, 45.3%) for the MW and (46.5 ms, 54.4%) for the IEW. More detailed SNR dependence for ventral WM are shown in Fig. 9C.

Consequently, the \( g_m T_2 \) values and relative fractions of each regime are misestimated when the SNR is low; our framework makes these estimations more accurately. For example, our framework corrects the underestimation of the \( g_m T_2 \) value and the overestimation of the relative fraction of the IEW in the ventral WM from 33.8% to 18.1% and from 63.8% to 44.7% at iSNR = 30. To achieve 90% accuracy for the MW fraction estimation, our framework decreases the requirement of iSNR from 104 to 73.

Fig. 10 shows the relative fraction of the MW, IEW, and CSF in the spinal cord with 1, 4, 16, and 64 averages of the complex data. The overestimation of the IEW fraction and underestimation of the WM fraction are more serious in the ventral WM, which has a longer \( g_m T_2 \) for the MW. Clearly the CSF fraction is overestimated and the contrast between GM and WM is not accurate. The latter is due both to the overestimation of the CSF, which is SNR dependent as illustrated in Figs. 6 and 7, and Table 1, and to the fact that GM has a higher SNR than does WM. Our framework reduces not only the overestimation of the CSF fraction in both WM and GM but also the spurious contrast between the two.

### Table 1

<table>
<thead>
<tr>
<th>Number of averages</th>
<th>1</th>
<th>4</th>
<th>16</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Shorter-( T_2 ) gel</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rician signals</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tissue-associated</td>
<td>24.8 ms (96.5%)</td>
<td>27.1 ms (98.2%)</td>
<td>28.2 ms (99.1%)</td>
<td>28.5 ms (99.5%)</td>
</tr>
<tr>
<td>CSF-like</td>
<td>3.5%</td>
<td>1.8%</td>
<td>0.9%</td>
<td>0.5%</td>
</tr>
<tr>
<td>Transformed signals</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tissue-associated</td>
<td>27.5 ms (99.4%)</td>
<td>28.2 ms (99.7%)</td>
<td>28.5 ms (99.8%)</td>
<td>28.7 ms (99.9%)</td>
</tr>
<tr>
<td>CSF-like</td>
<td>0.6%</td>
<td>0.3%</td>
<td>0.2%</td>
<td>0.1%</td>
</tr>
<tr>
<td><strong>Longer-( T_2 ) gel</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rician signals</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tissue-associated</td>
<td>57.5 ms (95.6%)</td>
<td>61.5 ms (98.5%)</td>
<td>63.3 ms (99.6%)</td>
<td>63.8 ms (99.8%)</td>
</tr>
<tr>
<td>CSF-like</td>
<td>4.4%</td>
<td>1.5%</td>
<td>0.4%</td>
<td>0.2%</td>
</tr>
<tr>
<td>Transformed signals</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tissue-associated</td>
<td>63.1 ms (99.4%)</td>
<td>63.3 ms (99.8%)</td>
<td>63.7 ms (99.9%)</td>
<td>63.9 ms (99.9%)</td>
</tr>
<tr>
<td>CSF-like</td>
<td>0.6%</td>
<td>0.2%</td>
<td>0.1%</td>
<td>0.1%</td>
</tr>
</tbody>
</table>

### 4. Discussion

In this work, our main objective is to adapt and extend our original signal transformational framework for \( qT_2 \) MRI spectral data and to determine its efficacy in transforming the Rician magnitude signals from multi-echo MRI experiments to Gaussian-distributed signals with the hope of improving the accuracy of the estimation of the \( T_2 \) distribution.

The additional dimension (\( T_2 \) dimension) of the multi-echo MRI data provides a much larger sample to estimate the Gaussian standard deviation; this larger sample improves the precision of the Gaussian noise SD estimation within PIESNO. As a consequence, the precision of the underlying signal intensity estimate also improves.

Both the multi-echo MRI simulations and agar gel phantom experiments clearly illustrate the efficacy of our proposed framework in mapping the noisy Rician signals to noisy Gaussian signals, with nearly constant SDs. The underestimation of the signal intensity in the very low SNR regime in our original framework has been ameliorated by adding a non-negative boundary in the fixed-point formula to estimate the underlying signal intensity, where the variance of the transformed signals are more stable. However, we believe further studies are still needed to investigate the best
scheme to address a sample mean of the magnitude signals that is below the noise floor. Our results confirm that the artifacts in the \( T_2 \) distribution arise from the magnitude data mentioned in the literature \[23,33\] and illustrate their dependence on SNR. These artifacts include the generation of spurious CSF-like long \( T_2 \) tails, bias of the tissue-associated water peaks, blurring of nearby but distinct \( T_2 \) components, underestimation of the gm\( T_2 \) and relative fraction of myelin water, underestimation of the gm\( T_2 \) and overestimation of the relative fraction of intracellular/extracellular water. By implementing our proposed framework, the magnitude signals are transformed to meet the requirements of most ILT algorithms: that they be Gaussian distributed and have a constant standard deviation. As a consequence of this transformation, the associated artifacts of Rician signals are eliminated and the accuracy of the \( T_2 \) distribution is significantly improved.

It should be mentioned that the MW fraction of the porcine spinal cord used in this work (50–70%) is higher than that found in other literature on rat spinal cord (10–40%) \[28,47,49\]. To the best of our knowledge, no other quantitative study on the MW fraction of porcine spinal cord has been undertaken thus far. The larger MW fraction here may be the result of the differences between the two species or the different sample preparation procedures. As for GM, except for the correction of the biasing of the tissue-associated water and the generation of the spurious CSF components (see Fig. 9B), even the shape of \( T_2 \) distribution after implementation of our framework is more consistent over the entire range of SNR, though the underlying biophysical basis of this broad peak is still not clear.

Although SNR is still required to produce an accurate \( T_2 \) distribution, our framework decreases the SNR needed and improves the \( T_2 \) distribution over the entire range of SNR. Another advantage of our framework is its robustness; it does not require phase information and can be applied to the multi-echo MRI magnitude data from all preclinical and clinical scanners (although other sources of noise, such as motion and physiological noise for in vivo applications, should be handled before using this framework).

The framework outlined in this work only illustrates the applications on multi-echo MRI data from a single transmit-receive RF coil. A similar framework can be adapted for a multi-receiver MRI system based on our original work on a multi-receiver MRI system with parallel imaging \[32,39\].

---

**Fig. 9.** (A) The map of the gm\( T_2 \) from 3.5 ms to 700 ms of the spinal cord. (B) The \( T_2 \) distributions of the four ROIs (ventral WM, lateral WM, dorsal WM, and GM) with 1, 2, 4, 8, 16, 32 and 64 averages of the complex data using the original magnitude signals and the transformed signals. (C) The gm\( T_2 \) and relative water fractions of different water components in the ventral WM as a function of the number of averages.
5. Conclusions

A modified signal transformational framework has been successfully applied to multi-echo MRI magnitude data without the need for any information on the phase. After transformation, the noisy magnitude signal was mapped back to a noisy Gaussian-distributed signal with a consistent and constant standard deviation. Our simulations and experimental results demonstrated that our proposed framework could significantly correct artifacts in the noisy magnitude signal was mapped back to a noisy Gaussian-distribution caused by noisy Rician magnitude signals, including spurious CSF-like long T2 components, biasing of the T2 components and overestimation/underestimation of their relative fractions, and the blurring of two nearby distinct T2 components. More importantly, this general framework should work robustly for all multi-echo MRI magnitude data through the entire range of SNR; this range makes the method practical for preclinical and clinical applications.
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Appendix A

A fixed-point formula for the estimation of the underlying signal intensity.

The first step of the estimation is writing the first and the second moments of magnitude MRI signal \( m \) [20,22,50,51]:

\[
\langle m \rangle = \frac{1}{2\sigma^2} \left( \exp \left( -\frac{\eta^2}{4\sigma^2} \right) \sqrt{2\pi} \sigma \left( \eta^2 + 2\sigma^2 \right) f_0 \left( \frac{\eta^2}{4\sigma^2} \right) + \eta^2 f_1 \left( \frac{\eta^2}{4\sigma^2} \right) \right)
\]

(A.1)

\[
\langle m^2 \rangle = 2\sigma^2 + \eta^2
\]

(A.2)

Then the variance of the noisy magnitude data is expressed as a product of a scaling factor and the squares of the Gaussian SD:

\[
sigma^2 = \langle m^2 \rangle - \langle m \rangle^2 = \zeta(\eta)\sigma_0^2 \delta^2
\]

(A.3)

where the scaling factor \( \zeta \) is an analytical function of SNR, i.e., \( \theta = \eta / \sigma_0 \) [20]:

\[
\zeta(\theta) = 2 + \theta^2 - \frac{\pi}{8}
\]

\[
\times \exp \left( -\frac{\theta^2}{2} \right) \left( 2 + \theta^2 \right) f_0 \left( \frac{\theta^2}{4} \right) + \theta^2 f_1 \left( \frac{\theta^2}{4} \right)
\]

(A.4)

By substituting Eq. (A.3) for Eq. (A.4), the underlying signal intensity can be estimated by finding the solution of this fixed-point equation:

\[
\eta = g(\eta)(m), \sigma^2 = \sqrt{\langle m^2 \rangle - \zeta(\eta)\sigma_0^2}
\]

(A.5)

where the Gaussian SD, \( \sigma_0 \), is estimated by PIESNO, the method discussed in Section 2.2.1.

Specifically, the underlying signal intensity \( \eta \) is estimated as follows:

First, the decay data are smoothed using a penalized spline model, whose degree of freedom was chosen based on the method of generalized cross-validation (GCV) (see Appendices A and C of [32]). Next, the smoothed estimate \( \hat{m} \) is substituted for \( m \) in Eq. (A.5), and the unique solution \( \hat{\eta} \) is determined for \( \hat{m} > \sqrt{\pi/2}\sigma_0 \), where \( \sqrt{\pi/2}\sigma_0 \) is the level of the noise floor, for which the underlying signal intensity is 0 but not at 0 (around 0.15–2.0, see Section 3.2 in [32] and Fig. 3 in this paper). Unfortunately, the last several echoes of multi-echo MRI usually occur in this very low SNR regime rather than reaching zero. To improve the estimation of the underlying signal intensity in this very low SNR regime, rather than ensuring the symmetry at zero SNR, \( \eta \) was assigned to be 0 whenever \( \hat{m} < \sqrt{\pi/2}\sigma_0 \). We adopt this assignment of \( \eta \) based on the physical requirement that the variable \( \eta \) be non-negative for typical multi-echo MRI experiments. The effect of this modification is shown in Fig 3.
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